1. Hyper-parameter selection

The hyper-parameters of our model are mainly divided into two parts: the ones in the neural network and the ones of the topology extraction module. The hyper-parameters in the neural network include the kernel size in the convolutional layer, the window size of the pooling layer, the number of output channels, the size of dilation rate and learning rate. The dimension of embedding matrix for the drug-target pair is ![](data:image/x-wmf;base64,183GmgAAAAAAAAAGAAIBCQAAAAAQWgEACQAAAyYCAAACALUAAAAAAAUAAAACAQEAAAAFAAAAAQL///8ABQAAAC4BGQAAAAUAAAALAgAAAAAFAAAADAIAAgAGCwAAACYGDwAMAE1hdGhUeXBlAAAgABIAAAAmBg8AGgD/////AAAQAAAAwP///7v////ABQAAuwEAAAUAAAAJAgAAAAIFAAAAFALuAGMBHAAAAPsCIv8AAAAAAACQAQAAAAAAAgAQVGltZXMgTmV3IFJvbWFuAP7///841Q8DviAjd0AAAAAEAAAALQEAAAwAAAAyCgAAAAADAAAAMigpAOgANAO8AQUAAAAUAigBTwMcAAAA+wJf/wAAAAAAAJABAQAAAAACABBUaW1lcyBOZXcgUm9tYW4A/v///zjVDwO+ICN3QAAAAAQAAAAtAQEABAAAAPABAAAKAAAAMgoAAAAAAgAAAHJwswFCAQUAAAAUAu4AsAIcAAAA+wIi/wAAAAAAAJABAQAAAAACABBUaW1lcyBOZXcgUm9tYW4A/v///zjVDwO+ICN3QAAAAAQAAAAtAQAABAAAAPABAQAKAAAAMgoAAAAAAgAAAE5OoAG8AQUAAAAUAu4AzgEcAAAA+wIi/wAAAAAAAJABAAAAAQACABBTeW1ib2wA3AAACgDo7UsD/v///zjVDwO+ICN3QAAAAAQAAAAtAQEABAAAAPABAAAKAAAAMgoAAAAAAgAAALQr7wG8AQUAAAAUAsABOgAcAAAA+wKA/gAAAAAAAJABAAAAAQACABBNVCBFeHRyYQAACgCo8UsD/v///zjVDwO+ICN3QAAAAAQAAAAtAQAABAAAAPABAQAJAAAAMgoAAAAAAQAAAKEAAAO1AAAAJgYPAF8BQXBwc01GQ0MBADgBAAA4AQAARGVzaWduIFNjaWVuY2UsIEluYy4ABQEABwREU01UNwAAE1dpbkFsbEJhc2ljQ29kZVBhZ2VzABEFVGltZXMgTmV3IFJvbWFuABEDU3ltYm9sABEFQ291cmllciBOZXcAEQRNVCBFeHRyYQATV2luQWxsQ29kZVBhZ2VzABEGy87M5QASAAghL0WPRC9BUPQQD0dfQVDyHx5BUPQVD0EA9EX0JfSPQl9BAPQQD0NfQQD0j0X0Kl9I9I9BAPQQD0D0j0F/SPQQD0EqX0RfRfRfRfRfQQ8MAQABAAECAgICAAIAAQEBAAMAAQAEAAUACgEAAgSLHSGhAwAcAAALAQEBAAIAiDIAAgSG1wC0AgCCKAACAINOAAMAGwAADAEAAgCDcgAAAQEACwIEhisAKwIAg04AAwAbAAAMAQACAINwAAABAQALAgCCKQAAAAAAAAoAAAAmBg8ACgD/////AQAAAAAAHAAAAPsCEAAHAAAAAAC8AgAAAIYBAgIiU3lzdGVtAMnoAIoFAAAKAK8oZsmvKGbJ6ACKBRjfDwMEAAAALQEBAAQAAADwAQAAAwAAAAAA) or ![](data:image/x-wmf;base64,183GmgAAAAAAAEAE4AEBCQAAAACwWwEACQAAA90BAAACAKAAAAAAAAUAAAACAQEAAAAFAAAAAQL///8ABQAAAC4BGQAAAAUAAAALAgAAAAAFAAAADALgAUAECwAAACYGDwAMAE1hdGhUeXBlAAAgABIAAAAmBg8AGgD/////AAAQAAAAwP///7X///8ABAAAlQEAAAUAAAAJAgAAAAIFAAAAFAL0AGMBHAAAAPsCIv8AAAAAAACQAQAAAAAAAgAQVGltZXMgTmV3IFJvbWFuAP7///841Q8DviAjd0AAAAAEAAAALQEAAA0AAAAyCgAAAAAEAAAAMig0KegAXAACAbwBBQAAABQC9AAmAxwAAAD7AiL/AAAAAAAAkAEBAAAAAAIAEFRpbWVzIE5ldyBSb21hbgD+////ONUPA74gI3dAAAAABAAAAC0BAQAEAAAA8AEAAAkAAAAyCgAAAAABAAAAawC8AQUAAAAUAvQAzgEcAAAA+wIi/wAAAAAAAJABAAAAAQACABBTeW1ib2wAEwAACgAo7ksD/v///zjVDwO+ICN3QAAAAAQAAAAtAQAABAAAAPABAQAJAAAAMgoAAAAAAQAAALQAvAEFAAAAFAKgAToAHAAAAPsCgP4AAAAAAACQAQAAAAEAAgAQTVQgRXh0cmEAAAoAKPBLA/7///841Q8DviAjd0AAAAAEAAAALQEBAAQAAADwAQAACQAAADIKAAAAAAEAAAChAAADoAAAACYGDwA1AUFwcHNNRkNDAQAOAQAADgEAAERlc2lnbiBTY2llbmNlLCBJbmMuAAUBAAcERFNNVDcAABNXaW5BbGxCYXNpY0NvZGVQYWdlcwARBVRpbWVzIE5ldyBSb21hbgARA1N5bWJvbAARBUNvdXJpZXIgTmV3ABEETVQgRXh0cmEAE1dpbkFsbENvZGVQYWdlcwARBsvOzOUAEgAIIS9Fj0QvQVD0EA9HX0FQ8h8eQVD0FQ9BAPRF9CX0j0JfQQD0EA9DX0EA9I9F9CpfSPSPQQD0EA9A9I9Bf0j0EA9BKl9EX0X0X0X0X0EPDAEAAQABAgICAgACAAEBAQADAAEABAAFAAoBAAIEix0hoQMAHAAACwEBAQACAIgyAAIEhtcAtAIAgigAAgCINAACAINrAAIAgikAAAAAAAAKAAAAJgYPAAoA/////wEAAAAAABwAAAD7AhAABwAAAAAAvAIAAACGAQICIlN5c3RlbQAX6ACKBQAACgCjKGYXoyhmF+gAigUY3w8DBAAAAC0BAAAEAAAA8AEBAAMAAAAAAA==), so the selection range of the convolution kernel and pooling window in the dilation convolution and multi-layer convolutional neural networks is {2×1, 2×2, 2×3, 2×4}. The number of output channels is selected from {8, 16, 32, 64}. The dilation rate and learning rate are selected from the {1, 2, 3, 4, 5} and {10-4, 10-3, 10-2, 10-1} respectively. In the topology extraction and embedding module, the hyper-parameters include low-dimensional feature dimension *k*, and optimization item parameters and . The variation range of the feature dimension *k* is {100, 150, 200, 250}. ![](data:image/x-wmf;base64,183GmgAAAAAAAIABQAIBCQAAAADQXQEACQAAA2cBAAACAJIAAAAAAAUAAAACAQEAAAAFAAAAAQL///8ABQAAAC4BGQAAAAUAAAALAgAAAAAFAAAADAJAAoABCwAAACYGDwAMAE1hdGhUeXBlAABgABIAAAAmBg8AGgD/////AAAQAAAAwP///6b///9AAQAA5gEAAAUAAAAJAgAAAAIFAAAAFALjAeEAHAAAAPsCIv8AAAAAAACQAQAAAAAAAgAQVGltZXMgTmV3IFJvbWFuAP7///841Q8DviAjd0AAAAAEAAAALQEAAAkAAAAyCgAAAAABAAAAMQC8AQUAAAAUAoABOgAcAAAA+wKA/gAAAAAAAJABAQAAAAACABBUaW1lcyBOZXcgUm9tYW4A/v///zjVDwO+ICN3QAAAAAQAAAAtAQEABAAAAPABAAAJAAAAMgoAAAAAAQAAAGEAAAOSAAAAJgYPABoBQXBwc01GQ0MBAPMAAADzAAAARGVzaWduIFNjaWVuY2UsIEluYy4ABQEABwREU01UNwAAE1dpbkFsbEJhc2ljQ29kZVBhZ2VzABEFVGltZXMgTmV3IFJvbWFuABEDU3ltYm9sABEFQ291cmllciBOZXcAEQRNVCBFeHRyYQATV2luQWxsQ29kZVBhZ2VzABEGy87M5QASAAghL0WPRC9BUPQQD0dfQVDyHx5BUPQVD0EA9EX0JfSPQl9BAPQQD0NfQQD0j0X0Kl9I9I9BAPQQD0D0j0F/SPQQD0EqX0RfRfRfRfRfQQ8MAQABAAECAgICAAIAAQEBAAMAAQAEAAUACgEAAgCDYQADABsAAAsBAAIAiDEAAAEBAAAACgAAACYGDwAKAP////8BAAAAAAAcAAAA+wIQAAcAAAAAALwCAAAAhgECAiJTeXN0ZW0ATOgAigUAAAoAeClmTHgpZkzoAIoFGN8PAwQAAAAtAQAABAAAAPABAQADAAAAAAA=)and![](data:image/x-wmf;base64,183GmgAAAAAAAKABQAIBCQAAAADwXQEACQAAA2cBAAACAJIAAAAAAAUAAAACAQEAAAAFAAAAAQL///8ABQAAAC4BGQAAAAUAAAALAgAAAAAFAAAADAJAAqABCwAAACYGDwAMAE1hdGhUeXBlAABgABIAAAAmBg8AGgD/////AAAQAAAAwP///6b///9gAQAA5gEAAAUAAAAJAgAAAAIFAAAAFALjAfkAHAAAAPsCIv8AAAAAAACQAQAAAAAAAgAQVGltZXMgTmV3IFJvbWFuAP7///841Q8DviAjd0AAAAAEAAAALQEAAAkAAAAyCgAAAAABAAAAMgC8AQUAAAAUAoABOgAcAAAA+wKA/gAAAAAAAJABAQAAAAACABBUaW1lcyBOZXcgUm9tYW4A/v///zjVDwO+ICN3QAAAAAQAAAAtAQEABAAAAPABAAAJAAAAMgoAAAAAAQAAAGEAAAOSAAAAJgYPABoBQXBwc01GQ0MBAPMAAADzAAAARGVzaWduIFNjaWVuY2UsIEluYy4ABQEABwREU01UNwAAE1dpbkFsbEJhc2ljQ29kZVBhZ2VzABEFVGltZXMgTmV3IFJvbWFuABEDU3ltYm9sABEFQ291cmllciBOZXcAEQRNVCBFeHRyYQATV2luQWxsQ29kZVBhZ2VzABEGy87M5QASAAghL0WPRC9BUPQQD0dfQVDyHx5BUPQVD0EA9EX0JfSPQl9BAPQQD0NfQQD0j0X0Kl9I9I9BAPQQD0D0j0F/SPQQD0EqX0RfRfRfRfRfQQ8MAQABAAECAgICAAIAAQEBAAMAAQAEAAUACgEAAgCDYQADABsAAAsBAAIAiDIAAAEBAAAACgAAACYGDwAKAP////8BAAAAAAAcAAAA+wIQAAcAAAAAALwCAAAAhgECAiJTeXN0ZW0AjugAigUAAAoAoyhmjqMoZo7oAIoFGN8PAwQAAAAtAQAABAAAAPABAQADAAAAAAA=) are selected from {10-2, 10-1, 1,10,100}. According to our previous research experience about DTI prediction, we set the initial values of these parameters. Then we adjusted one of parameters in its variation range when fixing the remaining parameters. We selected the final value of the parameter when the model obtains the best performance by setting it to the specific value. In this way, we determined the values of all the hyper-parameters.